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Motivation

● Attention mechanisms have become an indispensable component of modern-day neural 

networks e.g., LSTM-based models, Transformers. 

● Apart from providing improvements in predictive performance, they are often used to 

understand the internal workings of a model
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But, Does Attention Offer Interpretability?

● Recent works Serrano and Smith (2019)1, Jain and Wallace (2019)2 show that high attention 

weights need not necessarily correspond to a higher impact on the model’s predictions. 

● And hence attention distributions do not provide a faithful explanation for the model’s 

predictions.

1. Sofia Serrano and Noah A. Smith. 2019. Is attention interpretable? In ACL
2. Sarthak Jain and Byron C. Wallace. 2019. Attention is not explanation. In NAACL-HLT
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But, Does Attention Offer Interpretability?

● Recent works Serrano and Smith (2019)1, Jain and Wallace (2019)2 show that high attention 

weights need not necessarily correspond to a higher impact on the model’s predictions. 

● And hence attention distributions do not provide a faithful explanation for the model’s 

predictions.

● On the other hand, Wiegreffe and Pinter (2019)3 argue that there is still a possibility that 

attention distributions may provide a plausible explanation which can be understood by a 

human even if it is not faithful to how the model works.

1. Sofia Serrano and Noah A. Smith. 2019. Is attention interpretable? In ACL
2. Sarthak Jain and Byron C. Wallace. 2019. Attention is not explanation. In NAACL-HLT
3. Sarah Wiegreffe and Yuval Pinter. 2019. Attention is not not explanation. In EMNLP
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Quick Recap: LSTM based model
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Do Attention distributions provide a faithful explanation?

Case 1:  High similarity in input representations 
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Do Attention distributions provide a faithful explanation?

Case 2:  Low similarity in input representations 
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Case 2:  Low similarity in input representations 
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Do Attention distributions provide a faithful explanation?

Not always: When the input representations over which an attention distribution 
is being computed are very similar to each other, attention weights are not very 
meaningful
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Looking closely at an LSTM based model
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Are the hidden representations computed by LSTM very similar or very different?



Looking closely at an LSTM based model
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How do we quantify the similarity between these vectors?
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How do we quantify the similarity between these vectors?

We measure the similarity between a 
set of vectors,                                     using 
the conicity measure
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How do we quantify the similarity between these vectors?

We measure the similarity between a 
set of vectors,                                     using 
the conicity measure

High conicity
(Permuting attention 

weight will have 
minimum impact)

Low conicity
(Permuting attention 

weight will have 
significant impact)



 Conicity of LSTM Hidden states

Accuracy and conicity of the Vanilla LSTM model across different datasets. Conicity of 
vectors uniformly distributed with respect to direction is also reported for reference
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 Conicity of LSTM Hidden states

Accuracy and conicity of the Vanilla LSTM model across different datasets. Conicity of 
vectors uniformly distributed with respect to direction is also reported for reference
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Key Insight: The LSTM representations have a high conicity, hence the learned attention 
distributions would not provide a faithful explanation



 Do attention distributions provide a plausible explanation?

21
Percentage of total punctuation tokens present in the dataset vs percentage of total 

attention given to punctuation tokens by a vanilla LSTM model
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Key Insight: With significantly high attention given to punctuations, it is very doubtful 
whether attention distributions will provide any reasonable explanations.  

Percentage of total punctuation tokens present in the dataset vs percentage of total 
attention given to punctuation tokens by a vanilla LSTM model
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Key Insight: With significantly high attention given to punctuations, it is very doubtful 
whether attention distributions will provide any reasonable explanations.  

Percentage of total punctuation tokens present in the dataset vs percentage of total 
attention given to punctuation tokens by a vanilla LSTM model

Possible reason: Hidden states might 
capture a summary of the entire 
context instead of being specific to 
their corresponding words as 
suggested by the high conicity.



Our Main Goal

● Goal: Design a model where the attention distributions provide faithful and plausible 

explanations 

● We have observed that high conicity in hidden states can affect the transparency and 

explainability of attention models 

● We propose two methods to promote diversity in the hidden states
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Proposed Model
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Method 1: Orthogonalization   
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Hidden state h
t
 is orthogonal 

to the mean of h
1
, h

2
, …, h

t-1
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Method 1: Orthogonalization   

Orthogonal LSTM



Proposed Model

Method 2: Diversity Driven Training 

● The previous method imposes a hard orthogonality constraint between the hidden 

states and the previous states’ mean. 

● We also propose a more flexible approach where the model is jointly trained to 

minimize the cross entropy loss and the conicity of hidden states. 

● We call an vanilla LSTM model trained with this diversity objective as the Diversity 

LSTM 29



Empirical Evaluations: Accuracy & Conicity

Accuracy and conicity of Vanilla, Diversity and Orthogonal LSTM across different datasets. 
Accuracy of a Multilayered Perceptron (MLP) model and conicity of vectors uniformly 

distributed with respect to direction is also reported for reference 30
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 Conicity of our proposed 
models are much lower 
with comparable 
predictive performance



Qualitative Examples

Samples of attention distribution from Vanilla and  Diversity LSTM models on the Quora Question Paraphrase 
(QQP) and bAbi 1 datasets
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Importance of Hidden Representations

Box plots of the fraction of hidden representations erased for a decision flip when following the ranking 
provided by attention weights and a random ranking on the Yelp dataset. Models are mentioned at the of 

figure.  Blue and Yellow indicate the attention and random ranking 33



Importance of Hidden Representations

Box plots of fraction of hidden representations removed for a decision flip.  Dataset and models are 
mentioned at the top and bottom of figures.  Blue and Yellow indicate the attention and random ranking 34



Permuting Attention

Comparison of Median output difference on randomly permuting the attention weights in the 
vanilla, Diversity and Orthogonal LSTM models for the 20News dataset
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Permuting Attention

Comparison of Median output difference on randomly permuting the attention weights in the 
vanilla, Diversity and Orthogonal LSTM models. The Dataset names are mentioned at the top of each 

figure. Colors indicate the different models as shown legend 36



 Comparison with Rationales
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● We analyze how much attention is given to words in the sentence that are 
important for the prediction

● Specifically, we find the minimum subset of words in the input sentence with 
which the model can accurately make predictions, which are also known as 
rationales. 

● An extractive rationale generator is trained using the REINFORCE algorithm to 
maximize the following reward:

       where y is the ground truth class, Z is the extracted rationale, |Z| represents the  
length of the rationale.



 Comparison with Rationales

Mean Attention given to the generated rationales with their mean lengths (in fraction)
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Comparison with attribution methods

 Mean and standard deviation of Pearson correlation and Jensen–Shannon divergence between 
Attention weights and Gradients/Integrated Gradients in Vanilla and Diversity LSTM models
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 Mean and standard deviation of Pearson correlation and Jensen–Shannon divergence between 
Attention weights and Gradients/Integrated Gradients in Vanilla and Diversity LSTM models
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Average increase of 
64.84% pearson 
correlation with 
gradients 

Average decrease of 
17.18% in JS divergence 
with gradients



Part-of-Speech Analysis

Distribution of cumulative attention given to different part-of-speech tags in the test dataset.  
Blue and Orange indicate the vanilla and Diversity LSTMs.
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Part-of-Speech Analysis

Distribution of cumulative attention given to different part-of-speech tags in the test dataset.  
Blue and Orange indicate the vanilla and Diversity LSTMs.
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An average increase of 49.27% attention given 
to adjectives across the four sentiment analysis 
datasets



Human Evaluations

Percentage preference given to Vanilla vs Diversity model by human annotators based on 3 criteria
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Conclusion & Future Work

● In this work, we characterize why 
attention weights in LSTM architectures 
fail to provide explanations that are either 
faithful or plausible. 

● In particular, we observe that low diversity 
in the hidden states induced by an LSTM 
tend to affect the interpretability of the 
resulting attention distributions. 

● We then propose a orthogonalization 
technique and a regularization scheme 
aimed at improving the diversity of hidden 
representations. 
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Orthogonal LSTM: Hidden state h
t
 is 

orthogonal to the mean of h
1
, h

2
, …, 

h
t-1

 

Diversity Driven Training objective



Conclusion & Future Work

● Through a series of experiments, we 
show that our proposed methods result 
in more faithful and plausible attention 
distributions.

● As future work, we would like to extend 
our analysis and proposed techniques to 
transformer-based models and more 
complex downstream tasks
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Can we make 
this more faithful 
and plausible?


